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ABSTRACT 

 

Abstract - Wheat (Triticum aestivum L) is one of the staple food ingredients besides rice. The demand for 

the wheat in the world until 2020 is estimated to increase by 1.6% per year. The data processing for wheat seeds 
has been done a lot, one of them is by using data mining classification techniques. The feature selection is used 

before the classification process to optimize the accuracy values from the classification results. The feature selection 
used in this research is forwarding the selection which is applied to the Naive Bayes algorithm to classify the wheat 

seeds. 

The results of this study indicate that the value of the accuracy and the wheat classification  after using 
the feature selection has a higher value of 93.81% compared to the condition before using the feature selection of 

90.48%. The precision results also increased from 91.49% to 94.81%. 

 

Keywords: Forward Selection, Naive Bayes, Classification, Gandum. 
 

1. PENDAHULUAN  
 
Gandum (Triticum aestivum L) merupakan 

salah satu bahan makanan pokok manusia selain 
beras. Tanaman ini lebih diminati dibanding 

sesama serealia yang lain karena memiliki 
kandungan gizi yang cukup tinggi diantaranya 

Karbohidrat 60%-80%, protein 6%-17%, lemak 

1,5%-2,0%, mineral 1,5%-2,0% dan sejumlah 
vitamin. Permintaan terhadap gandum dunia 

sampai tahun 2020 diperkirakan meningkat 
sebesar 1.6% per tahun. Di negara-negara 

berkembang peningkatan permintaan gandum 
diperkirakan mencapai sekitar 2% per tahun. 

Keragaman penggunaan, kandungan nutrisi dan 
kualitas penyimpanannya yang tinggi 

menjadikan gandum sebagai bahan makanan 
pokok lebih dari sepertiga populasi dunia. 

Gandum sudah lama ada di Indonesia dan 
tumbuh di daerah dataran tinggi bersuhu sejuk 

[1]. Kebutuhan gandum di Indonesia relatif 
besar dan selama ini seluruhnya dipenuhi 

melalui impor. Data impor gandum dan olahan 
gandum dari Dinas perindustrian menunjukan 

nilai impor yang terus meningkat dari tahun ke 
tahun pada tahun 2008 indonesia mengimport 

gandum sebesar 4.514.852 ton, tahun 2009 

meningkat menjadi 4.666.418 ton pada 2010 
mencapai 4.824.049 ton. Untuk periode Januari-

Juni 2011, impor gandum sudah mencapai 2,8 
juta ton[2]. Untuk memenuhi kebutuhan 

tersebut diperlukan peningkatan produksi 
gandum dua kali dari rata-rata produksi gandum 

dunia saat ini. Laju peningkatan produksi 

gandum pada saat ini masih terlalu rendah untuk 
dapat memenuhi kebutuhan gandum di masa 

depan. 
Pengolahan data benih gandum sudah 

banyak dilakukan salah satunya yaitu dengan 
menggunakan teknik klasifikasi data mining. 

Dengan menggunakan klasifikasi, data-data 

yang sebelumnya telah terkumpul dapat 
digunakan sebagai pengetahuan baru. Hasil 

klasifikasi dapat dinilai berdasarkan nilai 
accuracy, recall maupun precisionnya. 

Klasifikasi benih gandum pernah dilakukan 
tetapi belum menggunakan seleksi fitur[3]. 

Dalam penelitian ini, sebelum 

menggunakan algoritma naive bayes untuk 

klasifikasi, akan diseleksi fitur-fiturnya 

sehingga hasil klasifikasi dari sisi accuracy, 

recall dan precision menjadi lebih baik.  
 

2. ISI PENELITIAN 
 

2.1 Tinjauan Pustaka 
 

Dalam penelitian ini, digunakan 
beberapa referensi sumber pustaka yang berasal 

dari penelitian yang sudah dilakukan 
sebelumnya. Adapun beberapa penelitian 

mengenai penggunaan seleksi fitur forward 
selection maupun naive bayes, diantaranya : 

Forward selection untuk prediksi 
tingkat kelancaran pembayaran kredit bank 
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menggunakan algoritma naive bayes [4]. Hasil 
penelitian tersebut menyatakan bahwa 

penggunaan forward selection dapat 
memprediksi kelancaran pembayaran kredit ke 

depannya. Hal ini terbukti dengan perolehan 
nilai akurasi naive bayes mencapai 71,97%. 

Penelitian lain yang menggunakan 
forward selection yaitu untuk menentukan 

atribut yang berpengaruh pada klasifikasi 

kelulusan mahasiswa Universitas AKI 
Semarang pada algoritma naive bayes [5]. 

Metode Forward selection digunakan untuk 
mereduksi dimensi dataset yang besar dan dapat 

membantu meningkatkan hasil akurasi 
klasifikasi naive bayes. Hasil penelitian 

menunjukkan dengan seleksi fitur menaikkan 
nilai akurasi menjadi 99,17% dari nilai awal 

95,83%. 
Forward selection untuk mengetahui 

kelayakan kredit pada algoritma naive bayes 
juga pernah dilakukan. Dataset yang digunakan 

terdiri dari 15 atribut dan 45.212 record yang 
diambil dari UCI Repository. Hasil penelitian 

menunjukkan bahwa penggunaan forward 
selection dapat menaikkan akurasi dari 86,87% 

menjadi 89,44% [6].  

Fajri membandingkan tiga Algoritma 
untuk mencari algoritma terbaik pada 

klasifikasi benih gandum. Algoritma yang 
dibandingkan yaitu naive bayes, C4.5, K-NN. 

Fajri mencari algoritma terbaik dari ketiga 
metode dari sisi accuracy, kappa statistic, 

recall untuk klasifikasi gandum. Algoritma 
terbaik C4.5 dan K-NN dengan nilai accuracy 

95,24%, kappa statistic 0.929 dan recall 95,24. 
Penelitiannya belum menggunakan seleksi fitur 

sebelum melakukan proses seleksi. 

 

2.2 Metode Penelitian 
2.2.1Naive Bayes 

Algoritma Naive Bayes merupakan salah 
satu algoritma yang terdapat pada teknik 
klasifikasi.Bayesian classification adalah 

pengklasifikasian statistik yang dapat 
digunakan untuk memprediksi probabilitas 
keanggotaan suatu class.Bayesian classification 
didasarkan pada teorema bayes yang memiliki 
kemampuan klasifikasi serupa dengan decission 
tree dan neural network. Bayesian classification 
terbukti memiliki akurasi dan kecepatan yang 
tinggi saat diaplikasikan ke dalam database 
dengan data yang besar. [7] 

Teorema Naive Bayesmemiliki bentuk 
umum sebagai berikut : 

𝑃(𝐻|𝑋) =  
𝑃(𝑋|𝐻). 𝑃(𝐻)

𝑃(𝑋)
 (1) 

 

Keterangan : 

X: Data dengan class yang belum diketahui 

H: Hipotesis data Xmerupakan suatu class 
spesifik 

P(H|X): Probabilitas hipotesis Hberdasar 
kondisi X(posteriori probability) 

P(H): Probabilitas hipotesis H(prior 
probability) 

P(X|H): Probabilitas Xberdasarkankondisi pada 
hipotesisH 

P(X) :ProbabilitasX 
 

2.2.2. Forward Selection 

Forward selection adalah salah satu 

prosedur bertahap yang bertujuan untuk 

menambah variabel yang dikendalikan satu per 

satu ke dalam persamaan yang didasarkan pada 

Alpha tertentu untuk masukan. Alpha untuk 

masukkan merupakan nilai yang menentukan 

apakah salah satu prediktor yang saat ini tidak 

dalam model, harus ditambahkan ke model. 

Nilai P dari masing-masing prediktor dalam 

model ini tidak dibandingkan dengan tingkat ini, 

jika nilai P dari prediktor kurang dari tingkat, 

sehingga prediktor merupakan kandidat untuk 

dimasukkan ke dalam model. Korelasi 

sederhana dapat ditentukan dengan 

menggunakan matriks tabel korelasi sederhana. 

Prosedur ini akan berakhir ketika semua variabel 

yang masuk ke dalam model dan memiliki nilai 

P kurang dari Alpha tertentu untuk masukan. 

Forward Selection menghilangkan atribut-

atribut yang tidak relevan [8]. Algoritma 

Forward Selection didasarkan pada model 

regresi linear.  

Untuk prosedur Forward Selection 

dapat di rumuskan sebagai berikut [4] : 

a. Menentukan model awal ŷ = b0 

b. Memasukan variabel respon dengan setiap 

variabel berprediktor, misalnya X1, X2, …. 

Xnyang terkait dengan ŷ. Misalkan X1 

sehingga membentuk model ŷ = b0+ b1X1. 

c. Uji F terhadap peubah pertama yang 

terpilih. Jika Fhitung< Ftabelmaka peubah 

terpilih dibuang dan proses dihentikan. Apa 

bila Fhitung> Ftabelmaka peubah terpilih 

memiliki pengaruh nyata terhadap peubah 

terkait y, sehingga layak untuk di 

perhitungkan di dalam model. 

d. Masukan peubah bebas terpilih (yang paling 

signitifikan) ke dalam model. Misalkan X2, 
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sehingga membentuk suatu model ŷ = b0+ 

b1X1+b2X2 

e. Uji F, jika Fhitung< Ftabel maka proses 

dihentikan dan model terbaik adalah model 

sebelumnya. Namun jika Fhitung ≥ Ftabel, 

variabel peubah bebas layak untuk 

dimasukan ke dalam model dan kembali ke 

langkah c. Proses akan berakhir jika tidak 

ada lagi peubah yang tersisa yang bisa 

dimasukan ke dalam model. 

 

2.2.3. Dataset Gandum 
Pada penelitian ini dataset yang 

digunakan adalah Data benih gandum publik 
yang diambil dari UCI repository yang terdiri 
dari 120 record dan 7 atribut. Sample data dapat 
dilihat pada Tabel 1. 

Tabel 1. Dataset Benih Gandum 

1 2 3 4 5 6 7 Kelas 

15,26 14,84 0,871 5,763 3,321 2,221 5,22 1 

14,88 14,57 0,881 5,554 3,333 1,018 4,956 1 

14,29 14,09 0,905 5,291 3,337 2,699 4,825 1 

15,57 15,15 0,853 5,92 3,232 2,64 5,879 2 

15,6 15,11 0,858 5,832 3,286 2,725 5,752 2 

16,23 15,18 0,885 5,872 3,472 3,769 5,922 2 

13,07 13,92 0,848 5,472 2,994 5,304 5,395 3 

: : : : : : : : 

13,34 13,95 0,862 5,389 3,074 5,995 5,307 3 

 

Keterangan : 

1. Area (A) 

2. Perimeter (P) 

3. Compactness (C) = 4*pi*A/P^ 

4. Length of kernel 

5. Width of kernel 

6. Asymmetry coefficient 

7. Length of kernel groove 
Kolom kelas berisi data-data yang menunjukkan 
angka 1, 2 dan 3 yang berarti 1 jenis Kama, 2 
jenis Rosa dan 3 adalah Canadian. 

 

2.3 Gambaran Umum Penelitian 
Gambaran umum penelitian dapat dilihat 

pada Gambar 1. Pada Gambar 1 dapat dilihat 

proses penelitian secara umum, dimulai dari 
pengumpulan data benih gandum kemudian 

dilanjutkan dengan penggunaan seleksi fitur 
forward selection untuk memilih fitur/atribut 

yang digunakan. Dataset final yang digunakan 

adalah dataset gandum yang sudah melalui 
proses forward selection. Klasifikasi dilakukan 

dengan menggunakan algoritma naive bayes 

pada dataset final. Pada tahap pengujian, 
evaluasi dilakukan dengan 10-fold cross 

validation. Hasil klasifikasi tanpa menggunakan 
forward selection dibandingkan dengan hasil 

klasifikasi dengan forward selection dan 
kemudian dilihat performanya dari sisi 

accuracy, precision dan recall.  
 

 
 

Gambar 1. Gambaran umum penelitian 

 

2.4 Hasil dan Pembahasan 
Pada penelitian ini implementasi 

dilakukan dengan menggunakan machine 
learning tool Rapidminer 7.0.0 dengan dataset 

berupa data benih gandum. Jumlah record 120 

dan jumlah atribut 7.  
 

2.4.1. Hasil Klasifikasi Naive Bayes 
Hasil accuracy, precision dan recall 

untuk klasifikasi benih gandum menggunakan 
algoritma Naive Bayes dapat dilihat pada Tabel 

2. Hasil tersebut adalah hasil sebelum 
menggunakan seleksi fitur forward selection. 

 

Tabel 2. Hasil Performa Naive Bayes 

Metode Accuracy Precision Recall 

Naive 
Bayes 

90,48% 90,51% 90,48% 

 

Berdasarkan Tabel 2 dapat dilihat 

bahwa dalam penelitian ini menggunakan 
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algoritma Naive Bayes untuk proses 
klasifikasinya. Pengujian performa dilakukan 

dengan menguji nilai accuracy, precision dan 
recall.  

Nilai accuracy yang diperoleh  sebesar 
90,48%. Nilai precision yang diperoleh sebesar 

91,49% dan nilai recall sebesar 90,48%.  

 

2.4.2. Hasil Klasifikasi Naive Bayes dengan 

Forward Selection 
Hasil accuracy, precision dan recall 

untuk klasifikasi gandum dengan algoritma 

naive bayes menggunakan forward selection 
dapat dilihat pada Tabel 3.  

 

Tabel 3. Hasil Naive Bayes dengan Forward 

Selection 

Metode Accuracy Precision Recall 

Naive 

Bayes dan 

Forward 
Selection 

93,81% 94,81% 93,81% 

 

Berdasarkan Tabel 3 dapat dilihat 
bahwa dalam penelitian ini menggunakan 

algoritma Naive Bayes untuk proses 
klasifikasinya dan forward selection untuk 

seleksi fiturnya. Pengujian performa dilakukan 
cara yang sama seperti sebelumnya yaitu 

dengan menguji nilai accuracy, precision dan 

recall. 

Nilai accuracy yang diperoleh  sebesar 

93,81%. Nilai precision yang diperoleh sebesar 
94,81% dan nilai recall sebesar 93,81%. 

 

2.4.3. Hasil Perbandingan Accuracy 

Hasil perbandingan nilai accuracy hasil 

klasifikasi menggunakan naive bayes tanpa 
forward selection dengan yang menggunakan 

forward selection dapat dilihat pada Tabel 4. 
Berdasarkan Tabel 4 tersebut, dapat dilihat nilai 

accuracy sebelum menggunakan forward 
selection jauh lebih rendah jika dibandingkan 

dengan hasil klasifikasi gandum yang sudah 
menggunakan seleksi fitur dengan forward 

selection. 

Tabel 4. Hasil perbandingan Accuracy 

 

Selisih nilai dari penggunaan forward 
selection dan tanpa forward selection sebanyak 

3,33% yang artinya penggunaan forward 
selection mampu menaikkan performa 

klasifikasi gandum menjadi lebih akurat sebesar 
3,33%. Grafik perbandingan nilai accuracy 

dengan menggunakan forward selection dan 
tanpa menggunakan forward selection  dapat 

dilihat pada Gambar 2. 

 
Gambar 2. Grafik perbandingan Accuracy 

 

Berdasarkan gambar 2 dapat dilihat 

perbandingan nilai accuracy dengan lebih 
mudah. Dari gambar tersebut, dapat dilihat 

bahwa nilai accuracy dengan menggunakan 
forwardselection lebih tinggi dibandingkan 

tanpa menggunakan forwardselection. 

 

2.4.4.  Hasil Perbandingan Precision 

Hasil perbandingan nilai Precision 

hasil klasifikasi menggunakan naive bayes 
tanpa forward selection dengan yang 

menggunakan forward selection  dapat dilihat 

pada tabel 5. Berdasarkan tabel 5tersebut, dapat 
dilihat nilai Precision sebelum menggunakan 

forward selection jauh lebih rendah jika 
dibandingkan dengan hasil klasifikasi gandum 

yang sudah menggunakan seleksi fitur dengan 
forward selection. 

Tabel 5. Hasil perbandingan Precision 

 

Selisih nilai precision dari penggunaan 
forwardselection dan tanpa forward selection 

sebanyak 3,32% yang artinya penggunaan 

forward selection mampu menaikkan performa 
klasifikasi gandum menjadi lebih presisi 

sebesar 3,32%. Grafik perbandingan nilai 
precision dengan menggunakan 

forwardselection dan tanpa menggunakan 
forward selection  dapat dilihat pada Gambar 3 

88.00%
90.00%
92.00%
94.00%
96.00%

Naive Bayes Naive Bayes
dengan
Forward
Selection

Accuracy

Metode Accuracy 

Naive Bayes 90,48% 

Naive Bayes dengan Forward 

Selection 
93,81% 

Metode Precision 

Naive Bayes 91,49% 

Naive Bayes dengan Forward 

Selection 
94,81% 
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Gambar 3. Grafik perbandingan Precision 

 

Berdasarkan gambar 3 dapat dilihat 

perbandingan nilai precision dengan lebih 

mudah. Dari gambar tersebut, dapat dilihat 
bahwa nilai precision dengan menggunakan 

forwardselection lebih tinggi dibandingkan 
tanpa menggunakan forwardselection. 

 

2.4.5.  Hasil Perbandingan Recall 

Hasil perbandingan nilai Recall hasil 
klasifikasi menggunakan naive bayes tanpa 

forward selection dengan yang menggunakan 
forward selection  dapat dilihat pada tabel 6. 

Berdasarkan tabel 6tersebut, dapat dilihat nilai 
Recall sebelum menggunakan forward 

selection jauh lebih rendah jika dibandingkan 
dengan hasil klasifikasi gandum yang sudah 

menggunakan seleksi fitur dengan forward 
selection. 

Tabel 6. Hasil Perbandingan Recall 

 

Selisih nilai recall dari penggunaan 

forward selection dan tanpa forward selection 
sebanyak 3,33% yang artinya penggunaan 

forward selection mampu menaikkan performa 
klasifikasi gandum menjadi lebih baik sebesar 

3,33%. Grafik perbandingan nilai recall dengan 
menggunakan forward selection dan tanpa 

menggunakan  forward selection  dapat dilihat 
pada Gambar 4 

 
Gambar 4. Grafik perbandingan Recall 

 

Berdasarkan gambar 4 dapat dilihat 
perbandingan nilai recall dengan lebih mudah. 

Dari gambar tersebut, dapat dilihat bahwa nilai 
recall dengan menggunakan forwardselection 
lebih tinggi dibandingkan tanpa menggunakan 
forwardselection. 

 

3. KESIMPULAN 

 

Setelah melalui tahap analisis dan 
implementasi, serta berdasarkan hasil dan 

pembahasan pada bab-bab sebelumnya maka 
dapat diambil kesimpulan bahwa penggunaan 

seleksi fitur forward selectionpada klasifikasi 
gandum dengan algoritma naive bayes dapat 

menaikkan nilai accuracy dari 90,48% menjadi 

93,81%. Nilai Recall dari 90,48% menjadi 
93,81% dan nilai Precision dari 91,49% 

menjadi 94,81%. 
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